
Finding 5: Distinguishing between natural and synthetic inputs is not 
enough to perform well in BiVLC.
Finding 6: I2T is more sensitive to natural vs synthetic.

Finding 4: Training with hard negative images can boost the performance 
of multimodal contrastive models.

Finding 1: Current models underperform on text-to-image retrieval.
Finding 2: The gap to humans is bigger in BiVLC than in SugarCrepe.
Finding 3: SugarCrepe and BiVLC performance are not correlated.

Exploring training strategies How is BiVLC constructed?
We propose a semi-automatic dataset construction method:
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What is BiVLC?
BiVLC is a Bidirectional Vision-Language Compositionality dataset with almost 
3k instances formed by 2 images and 2 captions.

Previous datasets focused mainly on image-to-text retrieval. Why don't we 
include text-to-image retrieval also?
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Findings with BiVLC
We evaluated SOTA models in SugarCrepe and BiVLC divided into Contrastive 
and Generative. Are our models cheating?

We propose two new models:
1. CLIPTROHN-TEXT using hard negative texts.
2. CLIPTROHN-IMG using hard negative texts and images.

We develop two new systems which are trained to detect synthetic and 
natural images and captions:  CLIPDet, based on original pretrained CLIP 
encoders and  CLIPTROHN-IMG/Det, our CLIPTROHN-IMG model encoders.

Project page
https://imirandam.github.io/BiVLC_project_page

● The largest I2T and T2I compositionality 
dataset.

● A new semi-automatic dataset construction 
method.

Highlights
● BiVLC offers a more complete view of 

compositionality skills.
● Multimodal models lag behind humans by a 

large margin.
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